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average behavior, either over a large number of molecules or cells or over a 
long period. (A “long period” is a period long compared with molecular inter-
actions, which is a timescale of perhaps nanoseconds. One second would 
therefore be a “long” period.) Thus, when we talk about switches being on or 
off, or a binding event producing a change, or an enzyme catalyzing a reac-
tion, we need to remember that on a molecular scale all this looks much more 
chaotic: order only emerges when we average over many thousands or mil-
lions of events.

4.1.2  Diffusion occurs by a random walk
The ultimate limit to how fast an enzyme-catalyzed reaction can go is deter-
mined by physics, not by chemistry. Once the chemical reaction is fast enough, 
an enzyme rate depends on how fast substrate can diffuse into the active site, 
and how fast the product can diffuse out [3]. This rate is proportional to the 
diffusional collision rate, which in turn depends on the size of the molecules 
and on the viscosity of the medium: we shall discuss these later.

The maximum diffusional collision rate constant (*4.1) for small molecules in 
water hitting a macromolecular target is about 109 M–1 s–1. This enables us to 
calculate how often a substrate is likely to hit an enzyme, purely by random 
diffusive processes. If the substrate is present at a concentration of 100 !M, 
for example, the collision rate to a single enzyme molecule is simply kon[A]:

Rate = 100 !M ¥ 109 M–1 s–1

In other words, it will collide with the enzyme 105 times per second. Diffusion 
is thus a fairly rapid effect.

We can also calculate how fast molecules move. Einstein showed in 1905 that 
the average kinetic energy of a particle in one direction is kT/2, where k is 
Boltmann’s constant and T is the absolute temperature. The average kinetic 
energy is simply mv2/2, where m is the mass and v the average velocity, imply-
ing that mv2/2 = kT/2, or v = (kT/m)1/2. For a small protein at room tempera-
ture this gives an average velocity of about 15 m s–1 (50 km h–1, or 35 miles per 
hour), and for a small molecule it is considerably larger. For water molecules, 
for example, the mean velocity is about 500 m s–1 or 1800 km h–1 (1100 miles 
per hour).

However, on a molecular scale diffusion occurs by a “random walk” proc-
ess, similar to Brownian motion: molecules move in some direction for a very 
short distance (typically less than the diameter of a solvent molecule) until 
they collide with a solvent or solute molecule, at which point they either bind 
or “bounce off” in a different direction. In a random walk, molecules often 
come back close to where they started, so that effectively they spread out in a 
spherical distribution from their starting point. The net distance traveled from 
the starting point is proportional to the square root of the time taken, imply-
ing that diffusion by random walk over short distances is rapid, but that over 
long distances it is much slower. This sounds like a remarkably inefficient way 
of getting from one place to another, and indeed it is. We often speak loosely 
of substrates “looking for” the active site or proteins “looking for” their bind-
ing partner. In reality the diffusive process is random and therefore much less 
efficient.

4.1.3 The collision rate is limited by geometrical factors
The rate of successful collisions also depends on a shape factor. A substrate 
has to find its way into the active site of an enzyme; the rate of this process 
depends on how large and accessible the active site is (Figure 4.1). If the active 
site is well exposed on the surface of the enzyme, it presents a large solid angle 
(the three-dimensional equivalent of an angle) to the substrate, and diffusion 

*4.1 Rate constant
There is an important distinction 
between a rate constant and a rate. 
For a reaction such as

A Æ B
the rate constant for the forward 
reaction is typically written with a 
small k, for example kf, and has units 
of M–1 s–1. As one would expect from 
the name, this is a constant (for a 
given set of experimental conditions 
such as temperature, pH, and ionic 
strength). The rate is then given by the 
product of the rate constant and the 
concentration(s) of the substrate(s). In 
this case the rate is just kf[A], and thus 
has units of s–1. Thus, the rate depends 
on the concentration of A present, 
whereas the rate constant does not.
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FIGURE 4.1
The rate of collision of a substrate with 
an enzyme active site depends on the 
accessibility of the active site. An active site 
that is buried in a cleft has a much smaller 
effective angle of attack and therefore a 
lower collision rate.
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approach each other, so that they approach from the right direction and in the 
right orientation to bind. These two effects are known as translational and ori-
entational steering, respectively.

It seems self-evident that if two interacting molecules have opposite charges 
they will experience some electrostatic attraction and therefore come together 
faster, whereas if they have the same charge they will experience some elec-
trostatic repulsion and come together more slowly. This naive expectation is 
indeed true, although the effect is not very large. It has been estimated that the 
rate of collision of enzyme and substrate should be roughly twice as fast with 
charges of +1 and –1 in comparison with no charge, and four times as fast for 
charges of +1 and –2 [7]. More importantly, electrostatic repulsion has a big-
ger effect than electrostatic attraction, although again it is not a large factor 
[8]. Translational steering is thus a significant effect but not an enormous one.

The effect is decreased even further by electrostatic screening. The electro-
static interaction falls off rather slowly with distance. We saw in Chapter 1 
that it actually falls off as r2. However, the attractive force is also decreased 
by a factor given by the dielectric constant (*4.2) of the medium. Water has a 
dielectric constant of 80, implying that it screens charges rather well: it makes 
the attractive force much weaker than it would be in a nonpolar solvent, or 
conversely it means that the electrostatic attraction is only significant once the 
two charges get rather close together.

The interaction is also weakened if there are other charged species in solu-
tion, in other words if the ionic strength (*4.3) is high. There are indeed other 
ions: in particular, ions such as Na+, K+, and Cl–. These charges congregate 
round oppositely charged ions and solvate them, thereby making them less 
“charged” and decreasing the attractive force between oppositely charged 
groups. At physiological concentrations, they decrease the effective charge by 
very roughly a factor of 2, so again the favorable interaction is weaker. (The 
calculations are described in electrostatic screening, *4.4.) All of this means 
that charge–charge attractions and repulsions only extend out for about 10 Å 
[2, 9]. In the naive example quoted above, the enzyme–substrate translational 
rate enhancement almost disappears at physiological ionic strength (roughly 
150 mM NaCl).

4.1.5 Collision rates are also increased by electrostatic steering
A particularly interesting and relevant case concerns what happens when a 
charged substrate gets very close to an enzyme surface, but not at the active 

*4.2 Dielectric constant
The force between two charges 
q1 and q2 separated by a distance 
r is roughly F = q1q2/4!"r2, where 
" is the dielectric constant. In 
a vacuum " has a value of 1. 
Organic solvents such as hexane 
have values of about 2, whereas 
water has a value of 80. Therefore 
water greatly decreases the 
force between two charges, and 
stabilizes them by solvating the 
charges and screening them 
from each other. The inside of a 
protein has an " of about 4 and 
is therefore much less good at 
stabilizing charges.

*4.3 Ionic strength
Adding extra ions to the solution 
increases the ionic strength of the 
solution. The ionic strength # is given 
by the formula

# = ½ $ zi
2Ci

where zi is the charge on each ion i 
and C is its concentration, and the 
sum is over all the charged species 
present. In blood, for example, there is 
roughly 130 mM Na+, 110 mM Cl– and 
a few other ions, so very roughly we 
could say that there is 150 mM singly 
charged positive ions and 150 mM 
singly charged negative ions, giving an 
ionic strength of 0.5 ¥ (0.15 + 0.15) M, 
or 150 mM.

*4.4 Electrostatic screening
The effect of increasing ionic strength 
on electrostatic interactions was 
considered by Debye and Hückel in 
1923. Both scientists made enormous 
contributions to physical chemistry: 
Debye studied dipole moments (for 
which the unit is named the debye), 
specific heat at low temperatures, 
atomic structure, and the effect of 
temperature on diffraction patterns 
(the Debye–Waller factor, B ); his 
assistant, Hückel, is equally if not 
more famous for describing the 
!-electron density in aromatic systems. 
Their ‘extended’ model says that the 
concentration of a charged species 
should be converted to an activity by 
multiplying the concentration by an 
activity coefficient %:

a = %C
The values of % can be calculated at 
25°C by

where & is an empirically determined 
effective diameter of the hydrated ion 
in nanometers, and has values of about 
0.25 for ammonium ions (for example 
lysine side chains), 0.3 for K+ and Cl–, 
and 0.4 for Na+ and carboxylate ions 
(glutamate and aspartate side chains).

Applying this formula gives % 
values of 0.7 for lysines and 0.74 for 
glutamate and aspartate. The overall 
attractive force is therefore given by 
F = q1q2/4!"r2, where the charges 
q are decreased by the factor %, and 
so the overall force is decreased by a 
factor %Lys%Glu = 0.7 ¥ 0.74 or about 
one-half.

An alternative but related 
approach is to calculate the Debye 
length, which is the characteristic 
distance over which electrostatic forces 
operate. This is given by

where N0 is Avogadro’s number. 
For a physiological ionic strength,  
r is about 8 Å.
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P E R S P E C T I V E S

however, have been confirmed and several
research groups have established their mole-
cular foundations.

Neuritogenesis. The first non-classical activity
of AChE that was clearly distinguished from
its hydrolytic capacity was its role in neurito-
genesis. Exogenous purified AChE promoted
neurite growth from chick nerve cells in cul-
ture and, whereas several active-site inhibitors
failed to attenuate this effect34, an inhibitor of
the peripheral site did block neuritogenesis35.
Transfection with AChE or with antisense
AChE cRNA-encoding vectors subsequently
showed neuritogenic acitivity of the enzyme
in neuroblastoma cells36, in phaeochromocy-
toma (PC12) cells37 and in primary dorsal
root ganglion neurons38. Similarly, Xenopus
motor neurons that expressed human AChE-S
showed enhanced neurite growth rates (FIG. 2).

Crystallography and sequence analysis
have identified a group of related enzymes
and non-catalytic proteins. Some of these are
transmembrane proteins with cytoplasmic
domains and extracellular AChE-homologous
domains that share the unique topography of
AChE and its strong electric field (TABLE 1)18.
On the basis of their structures, all of these
are classified as α/β-fold proteins; on the
basis of their electric fields, they are classified
as electrotactins19.

AChE genes from different species are
organized and sequentially spliced in a man-
ner associated with distinct domains in their
protein products. They include sites for alter-
native splicing of the pre-mRNA both at the
5′ (REFS 20,21) and 3′ ends22. Alternative splic-
ing allows the production of three distinct
AChE variants, each with a different carboxy-
terminal sequence — the ‘synaptic’ (S), ‘ery-
throcytic’ (E) and ‘readthrough’ (R) AChE
isoforms. The carboxy-terminal sequences
determine their homologous assembly into
AChE oligomers and their heterologous asso-
ciation with non-catalytic subunits that
direct the subcellular localization of the pro-
tein. In AChE-S, a cysteine located three
residues from the carboxyl terminus of the
human protein allows dimerization by disul-
phide bridging. Two additional monomers
can become associated by hydrophobic inter-
actions23. These tetramers can attach cova-
lently to a hydrophobic P subunit or to a col-
lagen-like protein known as the T subunit24.
The collagen-like subunit has a polyproline
sequence that can form a triple-helical struc-
ture that bundles together 4, 8 or 12 AChE-S
subunits23. In AChE-E, a glycyl bond near the
carboxyl terminus undergoes transamidation
to attach a glycophosphatidylinositol group
to the protein, which anchors the mature
AChE-E to the outer surface of erythrocytes25.
AChE-R does not seem to have any feature
that allows for its attachment to other mole-
cules and it remains monomeric and soluble.
Last, it must be pointed out that another
nomenclature labels the synaptic and ery-
thropoietic variants according to properties
of the proteins26 — they are termed T
(tailed), and H (hydrophobic), respectively.
The many guises in which AChE-T occurs
are also known as G for globular and A for
asymmetric.

Multiple activities of AChE
The idea that AChE has multiple, unrelated
biological functions is not obvious and,
indeed, was not readily accepted. Cyto-
chemical data, however, attested to spatio-
temporally regulated expression of AChE
during very early embryogenesis27, during

embryonic neurite extension and muscle
development and before synaptogenesis28,29.
In addition, the enzyme was also found in
adult non-cholinergic neurons, and in
haematopoietic, osteogenic and various neo-
plastic cells. Early reports of a soluble, secret-
ed, monomeric form of AChE30 prompted
the idea that this enzyme could have non-
enzymatic functions. Gradually, this encour-
aged a small but persistent group of investi-
gators to argue for the existence of
‘non-classical’ activities for AChE31. Some of
the currently proposed functions are based
merely on correlations and circumstantial
evidence, and might yet be disproved. For
example, the suggestion that AChE has
intrinsic proteolytic activity was argued for
several years (for example, REF. 32), but even-
tually was proved wrong by careful separa-
tion of the two activities33. Other activities,
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Box 1 | The cholinergic synapse

In the presynaptic neuron, choline-
acetyltransferase (ChAT) catalyses the
synthesis of acetylcholine (ACh) from choline
and acetyl-coenzyme A (panel a). ACh is
packaged in synaptic vesicles via a vesicular
ACh transporter (vAChT). Action potentials
trigger the release of ACh into the synaptic
cleft, where ACh can bind to muscarinic
receptors located on the pre- and postsynaptic
membrane. Muscarinic M2 receptors (M2) on
the presynaptic membrane regulate ACh
release via a negative feedback response. At the
postsynaptic site, M1 receptors transduce
signals through a pathway involving
diacylglycerol (DAG), inositol-1,4,5-
trisphosphate (Ins(1,4,5)P3) and a Ca2+-
dependent protein kinase (PKC). In the
hippocampus, most of the postsynaptic
receptors are of the M1 subtype; in the cortex
M2 receptors might also be located on the
postsynaptic membrane. Genomic disruption
of the M1 receptor impairs the activation of
several signal-transduction pathways and
explains why muscarinic excitation is the
primary cause of seizures106. ACh is hydrolysed
in the synaptic cleft by AChE-S tetramers,
which are indirectly attached to the
neuromuscular junction by a collagen-like
tail5, or by another structural subunit to brain
synapses107. AChE-R monomers would remain
soluble within the synaptic cleft. A high-
affinity choline-uptake mechanism returns
choline to the presynaptic neuron.

Brain distribution of AChE includes both
acetylcholine-releasing and cholinoceptive
neurons. Panel b shows a cranial section of a
brain stained for AChE activity (reproduced
with permission from REF. 108 © (1997) Harcourt). Note pronounced activity in the amygdala
and caudate–putamen (striatum), and clearly detectable activity in the cortex and hippocampus.
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be answered regarding AChE catalysis; for
example, the mechanism behind the
extremely fast turnover rate of the enzyme.
Despite the fact that the substrate has to navi-
gate a relatively long distance to reach the
active site, AChE is one of the fastest
enzymes14. One theory to explain this phe-
nomenon has to do with the unusually strong
electric field of AChE. It has been argued that
this field assists catalysis by attracting the
cationic substrate and expelling the anionic
acetate product15. Site-directed mutagenesis,
however, has indicated that reducing the elec-
tric field has no effect on catalysis16. However,
the same approach has indicated an effect on
the rate of association of fasciculin, a peptide
that can inhibit AChE17.

understanding of AChE functions beyond the
classical view and suggest the molecular basis
for its functional heterogeneity.

From early to recent discoveries
The unique biochemical properties and phys-
iological significance of AChE make it an
interesting target for detailed structure–func-
tion analysis. AChE-coding sequences have
been cloned so far from a range of evolution-
arily diverse vertebrate and invertebrate
species that include insects, nematodes, fish,
reptiles, birds and several mammals, among
them man. Sequence data were shortly fol-
lowed by the first crystal model for AChE
from Torpedo californica 9, which historically
had been one of the main sources of AChE for
research. Later on, crystal structures from
mouse10, Drosophila11 and man12 were
obtained and found to be fundamentally sim-
ilar. Surprisingly for an enzyme with an extra-
ordinarily rapid catalytic reaction, the acetyl-
choline site was found to reside at the bottom
of a deep, narrow gorge (FIG. 1a). Site-directed
mutagenesis studies13 have also delineated
many of the ligand-binding features of this
enzyme, particularly a peripheral binding site
that had been identified in kinetic studies and
that seems to be fundamental for some of the
‘non-classical’ functions of AChE.

AChE can be classified in several ways.
Mechanistically, it is a serine hydrolase. Its cat-
alytic site contains a catalytic triad — serine,
histidine and an acidic residue (TABLE 1) — as
do the catalytic sites of the serine proteases
such as trypsin, several blood clotting factors,
and others. However, the acidic group in
AChE is a glutamate, whereas in most other
cases it is an aspartate residue. The nucle-
ophilic nature of the carboxylate is trans-
ferred through the imidazole ring of histidine
to the hydroxyl group of serine, allowing it to
displace the choline moiety from the sub-
strate, forming an acetyl–enzyme intermedi-
ate (FIG. 1b). A subsequent hydrolysis step frees
the acetate group. Understanding of the cat-
alytic properties of the protein has assisted in
our understanding of its inhibition by
organophosphate and carbamate inhibitors
(BOX 2). However, several questions remain to

The discovery of the first neurotransmitter —
acetylcholine — was soon followed by the
discovery of its hydrolysing enzyme,
acetylcholinesterase. The role of
acetylcholinesterase in terminating
acetylcholine-mediated neurotransmission
made it the focus of intense research for
much of the past century. But the complexity
of acetylcholinesterase gene regulation and
recent evidence for some of the long-
suspected ‘non-classical’ actions of this
enzyme have more recently driven a
profound revolution in acetylcholinesterase
research. Although our understanding of the
additional roles of acetylcholinesterase is
incomplete, the time is ripe to summarize the
evidence on a remarkable diversity of
acetylcholinesterase functions.

Acetylcholine-mediated neurotransmission1,2

is fundamental for nervous system function.
Its abrupt blockade is lethal and its gradual
loss, as in Alzheimer’s disease3, multiple sys-
tem atrophy4 and other conditions5, is asso-
ciated with progressive deterioration of cog-
nitive, autonomic and neuromuscular
functions. Acetylcholinesterase (AChE)
hydrolyses (FIG. 1) and inactivates acetyl-
choline, thereby regulating the concentration
of the transmitter at the synapse (BOX 1).
Termination of activation is normally depen-
dent on dissociation of acetylcholine from the
receptor and its subsequent diffusion and
hydrolysis, except in diseases where acetyl-
choline levels are limiting or under AChE
inhibition, conditions that increase the dura-
tion of receptor activation6.

Acetylcholine hydrolysis can also be catal-
ysed by a related, less-specific enzyme —
butyrylcholinesterase (BuChE, also known
as serum cholinesterase or pseudo-cholin-
esterase)7. BuChE can replace AChE by
hydrolysing acetylcholine and it can also act as
a molecular decoy for natural anti-AChEs by
reacting with these toxins before they reach
AChE8. However, AChE seems to have many
more functions than BuChE as, for example,
changes in levels and properties of AChE are
associated with responses to numerous exter-
nal stimuli. Here, we discuss our current

Acetylcholinesterase — new roles for
an old actor

Hermona Soreq and Shlomo Seidman
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Figure 1 | Acetylcholinesterase. a | Structural
features of the enzyme. X-ray crystallography has
identified an active site at the bottom of a narrow
gorge, lined with hydrophobic amino-acid side
chains. At the time, the catalytic triad was unique
among serine hydrolases in having a glutamate
side chain in lieu of the familiar aspartate side
chain. A choline-binding site featured hydrophobic
tryptophan residues instead of the expected
anionic groups; a peripheral binding site has also
been identified by site-directed mutagenesis.
b | The acetylcholinesterase (AChE) reaction.
AChE promotes acetylcholine hydrolysis by
forming an acetyl-AChE intermediate with the
release of choline, and the subsequent hydrolysis
of the intermediate to release acetate.
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Conservation of the avibactam binding pocket mapped on the AmpC crystal structure. 

S. D. Lahiri et al. Antimicrob. Agents Chemother. 2014; 
doi:10.1128/AAC.03057-14

recent in vitro studies, avibactam paired with ceftazidime was ef-
fective against a wide range of !-lactamase-producing Gram-neg-
ative strains, and this combination was superior to clavulanate- or
tazobactam-based combinations (21, 24).

Another remarkable feature of avibactam is its unusual cova-
lent reversible mechanism of inhibition with !-lactamases (25)
(Fig. 1e). This mechanism is very different from that of clinically
used !-lactam-based !-lactamase inhibitors, with which the acyl-
enzyme formation is practically irreversible and the acyl-enzyme
intermediate can decompose through hydrolysis or further chem-
ical rearrangements (26). The observed reversible ring closure of
the strained and highly reactive avibactam ring system remains
unexpected and intriguing. To understand the rationale for the
potent broad-spectrum activity of avibactam across class A and
class C enzymes, the structures of two clinically important !-lac-
tamases were solved in complex with avibactam: (i) the CTX-
M-15 ESBL, the most prevalent member of the CTX-M family,
which is able to hydrolyze both cefotaxime and ceftazidime, and
(ii) the Pseudomonas aeruginosa chromosomal AmpC, whose in-
duction/deregulation can confer resistance to oxyimino-cephalo-
sporins and which is not susceptible to currently available conven-
tional !-lactamase inhibitors. In particular, the ultrahigh
resolution of a native and an avibactam-bound CTX-M-15 struc-
ture allowed us to examine closely the interactions within the acyl-
enzyme binding pocket and put forward a structure-based expla-
nation of the avibactam mechanism of reversible inhibition.

MATERIALS AND METHODS
Protein production and purification. The CTX-M-15 and P. aeruginosa
AmpC !-lactamases were obtained from a culture of Escherichia coli
BL21(DE3) carrying the plasmid vectors pET-CTX-M-15 and pET-
AmpC, respectively, obtained by cloning the !-lactamase-encoding genes
in the NdeI-BamHI restriction sites of plasmid vector pET-29a or pET-9a
(Stratagene), as previously described (27). One liter of the expression
strain containing CTX-M-15 [BL21(DE3)/pET29a-CTX-M-15 clone]
was grown in the presence of 50 "g/ml kanamycin at 25°C for 24 h. The
cell pellet was suspended in 400 ml of 0.5 M Tris-HCl (pH 8.0) with 0.5
mM MgCl2 and 1 mM EDTA, centrifuged for 30 min (14,000 # g), and
resuspended in 400 ml ice-cold osmotic shock buffer (0.5 mM MgCl2, 1
mM EDTA, 10 mM Tris-HCl, pH 9.0) on ice for 30 min. This was then

loaded at 3 ml/min on a 60-ml Q Sepharose column previously equili-
brated with the osmotic shock buffer at 4°C. The flowthrough was con-
centrated using Amicon Ultra 15-10K down to 25 ml and injected at 2
ml/min (system pump; Akta), followed by buffer A (20 mM MES [mor-
pholineethanesulfonic acid], pH 6). The protein were eluted using an
NaCl gradient (buffer B) (20 mM MES [pH 6], 1 M NaCl) at 2 ml/min and
then loaded onto a gel filtration column (Superdex 75 16/60). Elution was
analyzed by SDS-PAGE, and the protein concentration ($32 mg/ml) was
assessed using the Bradford assay.

P. aeruginosa AmpC was purified from the culture supernatant of E.
coli BL21(DE3)/pET-AmpC grown in the autoinducing medium ZYP-
5052 (28) at 37°C for 48 h. The supernatant was clarified by centrifugation
(10,000 # g, 10°C, 30 min), concentrated by ultrafiltration (YM10 mem-
brane [Millipore, Billerica, MA] and using an Amicon 2000A high-per-
formance ultrafiltration cell), and desalted using a HiPrep desalting 26/10
column (GE Healthcare, Uppsala, Sweden) with 10 mM HEPES buffer,
pH 7.5 (buffer H). The sample was then loaded on an XK 16/20 column
packed with 25 ml of CM Sepharose FF (GE Healthcare) previously equil-
ibrated with buffer H. Bound proteins were eluted using a linear gradient
(flow rate, 4 ml/min) of NaCl in buffer H (up to 1 M NaCl in 75 ml).
Active fractions were pooled, concentrated by ultrafiltration using a Mil-
lipore Ultra-15 (Ultracel-10K; molecular mass, cutoff, 10 kDa), and
loaded onto an XK 16/100 column packed with 125 ml of Superdex 75
preparative-grade gel. Proteins were eluted (flow rate, 1 ml/min) with
buffer H supplemented with 0.15 M NaCl. Purified !-lactamases (final
concentration, 8 to 10 mg/ml) were stored at %20°C.

Crystallization and structure determination. Crystals of native CTX-
M-15 !-lactamase and of its complex with avibactam were obtained by
vapor diffusion in a hanging-drop setup. An 8-mg/ml solution of CTX-
M-15 in 0.1 M Tris-HCl at pH 8.0 was incubated with a 3-mg/ml solution
of avibactam (provided by Novexel SA, Romainville, France). Ammo-
nium sulfate at 2.2 to 2.4 M was used as a precipitant. Crystallization of P.
aeruginosa AmpC (10 mg/ml) was similarly obtained using 0.1 M Tris (pH
8.0), 20% polyethylene glycol (PEG) 8000, and 0.1 M K2HPO4 as the
precipitant solution. Crystals were optimized by means of a microseeding
procedure, as described previously (29). Crystals of AmpC complexed
with avibactam were obtained from soaks of wild-type AmpC crystals
grown by vapor diffusion in 2-"l hanging drops in 19% (wt/vol) PEG
3350, 10% (wt/vol) 2-propanol, and 0.1 M imidazole (pH 7.0) using the
hanging-drop vapor diffusion method. AmpC crystals were harvested and
soaked for 30 min in a 200 mM solution of avibactam in crystallization
buffer.

FIG 1 Chemical structures of !-lactamase inhibitors. (a) Clavulanic acid; (b) tazobactam; (c) sulbactam; (d) avibactam; (e) schematic representation of the
proposed pathway for avibactam inhibition.
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was calculated by first estimating the errors in the individual sim-
ulation via block averaging of the force (Hess, 2002) and then prop-
agating the errors in the integration. The obtained standard errors
for the potential minimum were between 1.4 kJ/mol and 2.2 kJ/
mol, except for mutant 2 in 150 mMol ionic strength with a calcu-
lated standard error 2.8 kJ/mol.

2.3. Mutants

Experimental studied mutations revealed a strong effect on
binding kinetics (Frisch et al., 1997), in particular when charged
residues were mutated. We have chosen two sets of interacting
residues from experiments, which showed strong (Bn27K, Bs39D)
and moderate (Bn59R–Bs76E) impact on binding energy (Frisch
et al., 2001; Schreiber and Ferscht, 1995) when mutated. Each of
our double mutations to Alanine (Table 3 and Fig. 2) change the
net charge complementary by 2, and lead to Barnase charged with
1e in case of mutant 1 and mutant 2 and neutral Barnase for mu-
tant 12. Mutations were created with the mutagenesis tool from
PyMol (DeLano, 2009).

2.4. Clustering

We tried to find common structures for analyzing association
modes. To this end, the last 3 ns of the trajectories were reduced
to 30 snapshots per simulation (100 ps steps). These where then
preprocessed to find representative structures for the trajectories.
For all snapshots of a trajectory normalized contact maps of all res-
idues of Barnase vs. those of Barstar were calculated with g_mdmat
(Lindahl et al., 2001). From the obtained matrices the absolute dif-

ference was calculated for each pair and used as input for preclu-
stering step with CFinder (Palla et al., 2005) and the CPMw
(Clique Percolation Method weighted) algorithm. A value of 1.2

Table 2
Constraint-biased simulations summary.

Setup Ionic strength Simulation # Separation range

wt 150 mMol NaCl 111 2.360–4.966 nm
Mutant 1 150 mMol NaCl 111 2.414–5.435 nm
Mutant 2 150 mMol NaCl 111 2.366–4.964 nm
Mutant 12 150 mMol NaCl 111 2.416–4.886 nm
wt Na + counterions

(neutral box)
111 2.338–5.134 nm

Mutant 1 Na + counterions
(neutral box)

111 2.414–4.818 nm

Mutant 2 Na + counterions
(neutral box)

111 2.338–5.563 nm

Mutant 12 Na + counterions
(neutral box)

110 2.353–5.416 nm

Table 1
Energy comparison, Molecular Dynamics simulations vs. experiment.

DGexp [kJ/mol]
(50 mM
Tris–HCl)

DGPMF [kJ/mol]
(150 mM NaCl)

DGPMF [kJ/mol]
(counterions
only)

Wild-type !79.8 !46.9 ± 2.1 !69.1 ± 2.0
Bn27 K and Bs39D !43.2 !27.1 ± 1.7 !36.7 ± 1.8
Bn 59R and Bs76E !59.2 !33.3 ± 2.8 !28.8 ± 2.2
Bn27 K, Bn59R,

Bs39D and Bs76E
n/a !15.1 ± 1.4 !11.4 ± 1.9

Table 3
Setup and system description.

wt Wild-type Barnase(Bn) – Barstar(Bs) complex (chain A
and E from 1BRSBuckle et al. (1994)

Mutant 1 Bn27 K ? Bn27A, Bs39D ? Bs39A
Mutant 2 Bn59R ? Bn59A, Bs76E ? Bs76A
Mutant 12 Combined mutations from mutant 1 and mutant 2

Fig. 2. Mutations performed on Barnase–Barstar. (a) Mutations to alanine per-
formed on 1BRS (Buckle et al., 1994) complex structure. Chain A (Barnase) and E
(Barstar) were extracted as input structure for the simulations. The side chains pairs
were mutated to Alanine with PyMol (DeLano, 2009) as shown in Table 3. Bn59R is
located in the Guanidine binding-loop while Bn27 K is oriented towards the pocket
for the binding helix of Barstar. (b) The impact of the mutations on the electrostatics
of the complex. The complex is opened with the binding site facing the spectator to
show the impact on the interface region. The electrostatic maps were calculated
with APBS (Baker et al., 2001) and mapped on surfaces generated by msms (Sanner
et al., 1996) with VMD (Humphrey et al., 1996).
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we are interested in the last steps of association including
short-range interactions between the complex partners, we explic-
itly treated the surrounding environment, namely water and ions.
This is required to correctly model the barriers in the association
process (Schröder et al., 2006).

Although it is well established that electrostatics plays a major
role for complexation in this system (Schreiber and Fersht, 1996),
the exact effects of changes in the electrostatics of the system such
as salt concentrations or mutations involving charged residues on
the system are still under debate (Sheinerman et al., 2000; Lee
and Tidor, 2001; Novotny and Sharp, 1992). Molecular Dynamics
has been suggested as a good source of information about the role
of electrostatics in protein association by Dong et al. (2003).

To obtain information about both structural and energetic as-
pects of the association of Barnase–Barstar and the influence of
electrostatics, we performed constraint-biased simulations along
the reaction coordinate, the distance between the Centers of Masses
(COM). To this end, we separated the proteins along the vector con-
necting the COMs (Fig. 1) and simulated the system with con-
strained distance of the COMs, while all other degrees of freedom
were left unconstrained. We have simulated the wild-type and dif-
ferently charged mutations under varying salt conditions. This
yields not only information about free energy changes during asso-
ciation (Trzesniak et al., 2007; Schlitter et al., 2001) under a variety
of electrostatic conditions, the overall small perturbance of our sys-
tem along the reaction coordinate furthermore allows detailed in-
sight into structural processes accompanying the complexation.

The here computed interaction energy of !46.9 kJ/mol of
the wild-type complex of Barnase with its inhibitor Barstar at
150 mM NaCl is in reasonable agreement with experimental stud-
ies reporting an interaction energy of !79.8 kJ/mol at ionic condi-
tions of 50 mMol Tris–HCl buffer (Schreiber and Ferscht, 1995). In
our simulations, we find two different overrepresented relative ori-
entations during association for the wild-type complex under
physiological ion concentrations, arguing for the existence of mul-
tiple pathways of complexation. The energy landscape of associa-
tion has a single barrier at a separation distance of "0.3–0.4 nm.
Electrostatics strongly influences the height of this barrier, how-
ever hardly its location.

2. Material and methods

2.1. Simulations

The initial point of our studies is the crystal structure of the
Barnase–Barstar complex (1BRS) (Buckle et al., 1994). A single
complex (chain A and E) from the crystal structure was used for

the wild-type and mutations. From the obtained initial complex
structure, Barstar was simulated in 111 steps along the vector con-
necting the COMs up to a final separation distance of 5.6 nm
(Fig. 1). Barnase and Barstar additionally were rotated separately
in all three directions randomly up to 15!. The system was solvated
with SPC water in truncated octahedron boxes with a distance of
1.1 nm to the boundaries avoiding direct protein–protein interac-
tions from van-der-Waals and Coulomb interactions by separating
the protein by at least twice the cutoff radius from its image. Stud-
ies on two-ion model systems showed that the effect of the
periodicity together with long-range electrostatic treatment via
PME has only a small effect on the computed Potential of Mean
Force (Bergdorf et al., 2003), thus the overall effect of periodicity
of our system on the computed free energy differences should be
small. Ions were added to neutralize the net charge to avoid arti-
facts from Particle Mesh Ewald background charges when calculat-
ing free energy differences (Donnini et al., 2005). Additionally, we
achieved physiological ion concentrations of 150 mMol NaCl by
adding additional ions in a subset of simulations. Altogether, eight
different setups were studies as summarized in Table 2. The OPLS-
AA force field was used for all simulations.

The box was scaled in a separate 500 ps simulation coupled to
Parinello-Rahman barostat while temperature coupling to 300 K
with Nose–Hoover thermostat to protein and non-protein parts
was used in all simulations. On the result of these runs a distance
constraint was established between the COMs of Barnase and Bar-
star via the SHAKE algorithm (Ryckaert et al., 1977). Hereby, in
every step, the atoms of the pull group are translated according
to the new COM position to fulfil the constraint. Then, the con-
straint force is calculated by F = mtot drCOM dt!2, where mtot is the
total mass of the constrained group, drCOM the displacement vector
to fulfill the constraint and dt the integration time. Simulations of
5 ns were performed with temperature coupling to 300 K. All simu-
lations were performed with 2 fs integration steps and PME with a
Fourier grid of 0.12 nm above 1.1 nm to avoid artifacts from a plain
coulomb cutoff on the protein and water (Schreiber and Steinhauser,
1992; van der Spoel and van Maaren, 2006). Switch-cutoff for van-
der-Waals interactions with a switch radius of 0.9 nm and cutoff
at 1.0 and the Gromacs 4.0 package was used for all simulations
(Hess et al., 2008; Kutzner et al., 2007; van der Spoel et al., 2005).

2.2. Potential of Mean Force

The obtained average constraint forces from the simulations of
the last 3 ns of the simulations where integrated and corrected for
their entropic part to obtain the PMF corresponding to fR ¼ @U

@R !
2kBT

R
and DFCðRabÞ ¼

R Rab

0 hfRidR0 (Swegat et al., 2003). The standard error

Fig. 1. Initial structures for constraint simulations. We generated a multitude of initial orientations with increasing distance by displacing the proteins along the COM–COM
vector.
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eukaryotic cells. The cytoskeleton constitutes a dense
lattice in which the fluid part of the cytoplasm is
dispersed in small elements or pores, with dimensions
comparable to the size of large macromolecular
complexes. Volume exclusion by the pore boundaries
to the macromolecules within is a type of crowding
called macromolecular confinement9,11,12.

In general, cellular interiors are 20–30% volume-
occupied by macromolecules of specific volume close
to 1 ml g−1, so these values define an approximate
range of 200–300 g l−1 to be considered when using
physical theory to calculate the consequences of
crowding inside cells11–15. Crowding is not confined to
cellular interiors, but also occurs in the extracellular
matrix of tissues such as cartilage; even blood plasma
contains ~80 g l−1 of protein, a concentration
sufficient to cause significant crowding effects
(see Practicalities section).

Solute size and excluded volume
The importance of the size of a molecule in
determining the magnitude of the intracellular
volume that is excluded to that molecule is so striking
as to be counterintuitive, but can be grasped from
Fig. 2. The squares outline elements of volume
containing spherical macromolecules (black) that
occupy ~30% of the total volume, a value typical of
intracellular compartments. The volume available to
another molecule is defined as the fraction that can be
occupied by the centre of that molecule. Obviously, if
the introduced molecule is small relative to the
macromolecules already present (Fig. 2a), it can
access virtually all the space between these
macromolecules – the volume available is depicted in
yellow. However, if the introduced molecule is similar
in size to that of the macromolecules (Fig. 2b), the
available volume is much less than might be expected
because the centre of that molecule can approach the
centre of the other macromolecules to no less than the
distance at which the surfaces of the two molecules
meet; this distance is indicated by the open circle
around each macromolecule. It follows that the centre
of the added macromolecule can occupy only that part
of the total volume that is exterior to any open circle.
The volume available to the large molecule (Fig. 2b) is
much less than that available to a small molecule
(Fig. 2a), as can be seen by comparing the yellow
areas. The available volume per macromolecule thus
defines an effective concentration that can be much
higher than the actual concentration in a crowded
medium. The consequence of this is that effects of
crowding on reaction equilibria and reaction rates are
highly non-linear with respect to the sizes and
concentrations of the interacting molecules.

Effects of crowding on reaction equilibria
Equilibrium constants are properly expressed in
terms of effective concentrations (or thermodynamic
activities) rather than in terms of actual
concentrations. The ratio of effective concentration to
actual concentration is termed the activity coefficient
(Box 1). The activity coefficient of haemoglobin has
been determined by measuring how the osmotic
pressure varies with the actual concentration of
haemoglobin16. Figure 3a illustrates the striking
non-linearity of the activity coefficient with the
actual concentration of haemoglobin; the effective
concentration of haemoglobin exceeds its actual
concentration by tenfold at 200 g l−1 and by 100-fold
at 300 g l−1. This experimentally determined non-
linearity is accounted for quantitatively by a model in
which each haemoglobin molecule is represented as a
rigid spherical particle of diameter 59 Å; X-ray
crystallography indicates that haemoglobin
molecules are spheroids of dimension 50 × 55 × 65 Å.

Quantitative studies with cell extracts show that
the high concentrations of macromolecules within
E. coli cells produce large increases in activity
coefficient values1,3. Figure 3b illustrates how the

Review

Fig. 1. Representation of the approximate numbers, shapes and
density of packing of macromolecules inside a cell of Escherichia coli.
Small molecules are not shown. Reproduced, w ith perm ission, from
Ref. 47.

Ti BS 

(a) (b)

Fig. 2. The importance of size in volume exclusion. The squares define
volumes containing spherical macromolecules occupying ~30% of the
available space. (a) The centre of an introduced small molecule has
access to virtually all of the remaining 70% of the space, indicated in
yellow. (b) The centre of an introduced molecule sim ilar in size to the
macromolecules is excluded from most of this 70% as it cannot
approach these macromolecules to a distance less than that indicated
by the open circles. Reproduced, w ith perm ission, from Ref. 9.

volume exclusion
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The collision rate thus depends 
most critically on the size rA  of the 
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I. Kanavaki, A. Drakonaki, E.D. Geladas, A. Spyros, H. Xie, G. Tsiotis, Polyhydroxyalkanoate (PHA) Production in Pseudomonas sp. 
phDV1 Strain Grown on Phenol as Carbon Sources., Microorganisms. 9 (2021). 
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• Similar properties to conventional plastics

• Accumulated in the form of granules in 
microorganisms, as a type of carbon storage

• PHB is the most studied PHA

4

Results

(Anjum et al., 2016, International Journal of Biological Macromolecules)

Similar properties to conventional plastics
• Accumulated in the form of granules in
microorganisms, as a type of carbon storage
• PHB is the most studied PHA

ConclusionsAim of the studyIntroduction

Pseudomonas sp. phDV1
• WT is a Gram-negative phenol-degrading 

bacterium

• WT produces PHB under stress conditions

6(Kanavaki et al., 2021, Microorganisms)
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9 Acidocalcisomes in Prokaryotes

Acidocalcisomes are acidic vacuole-like compartments rich in phosphorous (in form
of polyP and pyrophosphate) and metal ions (in particular calcium).
Acidocalcisomes are well-known organelles in eukaryotes from unicellular micro-
organisms to humans. They are surrounded by a membrane bilayer into which
several proteins (mainly transport proteins) are embedded. For reviews on
acidocalcisomes and proteome analysis of eukaryotic acidocalcisomes, see
Docampo et al. (2005); Docampo and Moreno (2011); Docampo et al. (2013);
Huang et al. (2014); Huang and Docampo (2015); Lander et al. (2016). Character-
istic for acidocalcisomes is the presence of a membrane-bound vacuolar proton
translocating pyrophosphatase (V-H+-PPase), a vacuolar proton translocating
ATPase (V-H+-ATPase) or both. Recently, proteome analysis of acidocalcisomes
purified from the pathogen Trypanosomas brucei revealed the presence of several
additional proteins that were specifically associated with acidocalcisome membranes
(in particular several transporters for cations) (Huang et al. 2014; Huang and
Docampo 2015). Analysis of the membrane lipids of isolated acidocalcisomes
revealed the presence of mainly phosphatidyl-choline (PC) phosphatidyl-inositol

Fig. 1 Model of a polyP granule in R. eutropha H16. Proteins attached to polyP or to polyP-
attached proteins are indicated as spheres with proposed designations. The annotation numbers of
the respective gene are also indicated. Arrows indicate that some protein can detach from polyP at
certain growth conditions. The putative presence of cations such as magnesium or calcium is
indicated. The sizes of the protein are enlarged relative to the polyP granules for better visibility

10 D. Jendrossek

Polyphosphate (polyP) is a linear polymer of phosphate 
residues linked by energy-rich phospho-anhydride bonds. 
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mitogen-activated protein kinase ERK2), phosphorylation of the activation 
loop also leads to repositioning of a dimerization interface, thereby leading to 
dimerization of the kinase: this alters the properties of the kinase, for exam-
ple creating a nuclear localization sequence that allows the kinase to enter 
the nucleus (Figure 4.35c). And in yet others, such as the cell cycle regulatory 
kinases (cyclin-dependent kinases or CDKs), a second regulatory site has been 
developed in which a vital glutamate (E in Figure 4.35d), which is part of the 
“PSTAIRE” helix and orients the ATP in the active conformation, is incorrectly 
positioned and so turns off the kinase unless the helix is rotated to the cor-
rect position by binding to an additional protein, a cyclin. The position of the 
PSTAIRE helix can also be controlled by the orientation of the linker leading up 
to it (Figure 4.36) [92]. This is for example how the kinase is turned off in Src, 
as discussed in Section 8.1.8.

It is worth restating the mechanism described above for kinase activation. 
In the inactive kinase, the activation loop is disordered and therefore cannot 
bind to the substrate. Once the activation loop has been phosphorylated, it is 
fixed in an active conformation and is able to bind substrate. Different kinases 
have different inactive, disordered, conformations, but all kinases have rather 
similar active conformations. Exactly the same is true for the small GTPases, 
discussed in Chapter 7: the inactive form (GDP-bound) differs between different 
proteins, but the active (GTP-bound) form is “tense” and similar in all GTPases. 
It would be reasonable to speculate that at least one reason for this behavior 
is the same as that proposed for natively unstructured proteins: that the loss of 
entropy in rigidifying the disordered state partly offsets the increased enthalpy 
in the new bonds created in the active form, and helps balance the energetics 
of the switch. It is also true that it is much easier to evolve a switch in which 
only one of the two states needs to be highly ordered.

Phosphatases are even less specific. There are only about one-third as many 
phosphatases as kinases, implying that each one must on average dephos-
phorylate three times as many proteins than each kinase phosphorylates (that 
is, on average 60 proteins, in contrast with 20 for kinases). As with kinases, 
the activity of phosphatases is made more specific by linking them to modules 
that locate them to particular regions of the cell, by a variety of module types 
including SH2 domains [93].

The specificity of phosphatases is actually much lower even than implied by 
the previous paragraph. In the human genome there are about 130 tyrosine 
kinases but 100 tyrosine phosphatases, implying that tyrosine dephosphor-
ylation is only slightly less specific than the phosphorylation [94]. (One could 
argue that this is reasonable because the main role of tyrosine phosphoryla-
tion is the initiation of signaling pathways, which strongly require specificity.) 
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FIGURE 4.36
The activation of Src kinases such as Hck or 
Lck. (a) In the active form, the glutamate 
from the !C or PSTAIRE helix orients ATP 
for phosphorylation of the substrate. This 
helix is held in place by interactions with 
the linker between the kinase domain and 
its preceding SH2 domain. The substrate 
is held in place by interactions with the 
activation loop, which in turn is held in 
place by the phosphorylated tyrosine, 
which makes a hydrogen bond to Arg 385. 
(b) The enzyme can be inactivated by 
one or both of dephosphorylation of 
the phosphotyrosine or reorientation 
of the !C helix. Dephosphorylation of 
the phosphotyrosine leads to loss of the 
hydrogen bond to Arg 385, which can now 
form an alternative hydrogen bond to the 
glutamate. The consequent reorientation of 
the !C helix is stabilized by a steric contact 
with the now reorganized activation loop. 
The helix can be reoriented by a quite 
different mechanism, namely restructuring 
of the linker to the SH2 domain, produced 
by binding of an SH3 domain to it. 
(Redrawn from F. Sicheri, I. Moarefi and  
J. Kuriyan, Nature 385: 602–609, 1997. With 
permission from Macmillan Publishers Ltd.)
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